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Contributions
1.  We introduce MARLIN, a universal facial encoder that learns robust representations 
from non-annotated web-crawled facial videos in a self-supervised manner.

2. We propose Fasking, a facial region-guided tube masking strategy that reconstructs 
facial regions from densely masked areas. This approach captures both local and global 
aspects in facial videos, aiding in the acquisition of generic and transferable features.

3. Through thorough analysis, we demonstrate that MARLIN learns rich, consistent, and 
versatile facial representations, performing well across various tasks such as Facial 
Attribute Recognition, Lip Synchronization, and even in few shot settings.
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Fig. 1. Masked Autoencoder (MAE) [1]

Fig. 2. VideoMAE [2]


